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Abstract

Many techniques for watermarking of digital images have appeared recently. Most of these

techniques are sensitive to cropping and/or a�ne distortions (e.g., rotation and scaling). In

this paper we describe a method for recognizing images based on the concept of identi�cation

marks; the method does not require the use of the \original" image, but only a small number

of salient image points. We show that, using our method, it is possible to recognize distorted

images and recover their original appearances. Once the image is recognized we use a second

technique based on normal ow to �ne-tune image parameters. The restored image can be used

to recover watermarks that were embedded in the images by their owner.

1Also with Computer Science Department, George Mason University.
2Also with Information and Software Engineering Department, George Mason University.



1 Introduction

Recently, there has been much interest in watermarking techniques for digital works, such as im-

ages, audio, and video. Much of the interest has been driven by the growth of the internet and the

development of compression techniques and compression standards that make possible fast trans-

mission of large volumes of information. These advances have made it easy to copy almost any

song, image, video, or multimedia object that is available in digital form.

Interest in digital watermarks is growing, motivated by the need to provide copyright protection

to digital works. A number of hardware and software technologies are being developed to deter illicit

copying. Watermarking can be used to identify owners, license information, or other information

related to the digital object carrying the watermark. Watermarks may also provide mechanisms

for determining if a work has been tampered with or copied illegally. In the domain of video and

satellite broadcasts, watermarks are used to interfere with recording devices so copies of a broadcast

are somewhat corrupt. Much of the focus has been on digital watermarking of images; this paper

deals with images, although some of the discussion can be equally applied to other digital works.

Many ingenious watermarking methods have been proposed and implemented. However, some

of the goals of watermarking have not been ful�lled. Many proposed techniques are sensitive to

image compression and transformations such as smoothing, rotation, scaling, cropping, and so

on, or even printing and scanning. This allows watermarks to be suppressed by making small

changes to the images. Indeed, there are publicly available tools that can be used to distort images

and e�ectivelly hide their watermarks. Given the volume of data on the internet, a watermark

is e�ectively hidden if it cannot be found using a computationally simple and fast procedure.

Some authors have questioned the belief that watermarking can be used to unambiguously prove

ownership. They maintain that the legal obstacles to using digital watermarks have not yet been

resolved and that these obstacles limit the usefulness of watermarking. This has sparked a debate

in the security community as to whether it is necessary to register all digital works with trusted

third parties before their release so that ownership can be proven, should an illicit copy of the work

be found.

Based on these observations, we revisit the goals of digital watermarking and propose that �nd-

ing illicit copies of images should be the �rst goal. In other words, we are interested in recognizing

images e�ectively despite changes made to hide the fact that they have been copied. To this end

we de�ne the concept of an identi�cation mark (id-mark), which can be used to make it easier to

�nd corrupted copies of images. An id-mark can be used as a code to recognize an image and/or

as a registration pattern that can be used to recover the original appearance (scale and rotation)

of the image. Images that are recognized in this manner may be compared to stored originals to

further re�ne their scale and orientation and align them with their respective originals; we show
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how normal ow can be used to accomplish this re�nement. Once an image is found and aligned

with its original we may be interested in discovering from which image the copy was made. We

leave the issue of legal proof of original ownership to the computer security and legal communities.

The remainder of this paper is organized as follows: Section 2 provides an introduction to

digital watermarking and a brief survey of related research. This section introduces and informally

describes some of the most common attacks on watermarks. Formal descriptions of image process-

ing techniques that can be used to disable and/or recover watermarks are provided in Section 3.

Section 4 describes our method of recognizing distorted images based on invariant image properties.

It shows how images can be prepared before their release to allow their easier recognition. Section 5

describes our method of recovering image parameters and appearance, and presents experimental

results on images. Conclusions and suggestions about future research are presented in Section 6.

2 Background and Related Work

2.1 Digital Watermarking

Applications of digital watermarking range from identifying ownership and copyright to providing

tracking capabilities for digital media. Watermarking techniques can be classi�ed in several ways:

as perceptible or imperceptible; as applied in the space or in a transform domain; and as to how

the watermark is recovered or revealed (speci�cally: is an original required or not?).

A method of watermarking digital images should have several characteristics. The watermark

should be integrated with the image content so it cannot be removed easily without severely degrad-

ing the image. It should require no additional image formatting or storage space, and it should not

degrade the image to a degree that interferes with its usefulness. (The visible watermarks (logos) in

many television broadcasts are considered eyesores by some, while others simply ignore them. What

constitutes interference with an image is subjective and depends on the end user.) Various sorts of

information can be stored in a watermark, including license, copyright, copy control, content au-

thentication, and tracking information. A watermark should be fairly tamper-resistant and robust

to common signal distortions, compression, and malicious attempts to remove the watermark.

Perceptible or Imperceptible

Digital watermarks may be perceptible or imperceptible. Imperceptible watermarks cannot be

detected by the human senses, but can be read by a computer. Many authors feel that image-

based digital watermarks should be invisible to the human eye. If the watermark is supposed to be

imperceptible, there is a debate as to whether the existence of the watermark should be advertised.

Advertising the presence of watermarks invites hackers to attempt to alter or disable them. If

media can be manipulated by legitimate means to embed a watermark, illicit information can
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also be placed in the same imperceptible space [JJ98b]. Other authors prefer visible watermarks,

and clearly advertise the existence of watermarks, to deter illicit handling or theft of the images.

Both viewpoints have merit; but the determination must be made by the owner of the images and

depends on the intended use of the watermarked work. Some watermarking techniques can be used

to determine if there has been any tampering with the work; other watermarking methods may be

used to track works to and from licensed users.

Spatial or Transform Domain

Another classi�cation depends on whether the watermarkis applied in the space domain or in a

transform domain. Tools used in the space domain include bit-wise techniques such as least signi�-

cant bit (LSB) or noise insertion and manipulation [CKSL96]. Patterns placed in the image [Car95]

and spatial relationships between image components are other additive forms of watermarking.

Techniques that provide additive information such as masking techniques [JJ98] without applying

a function of the image to determine the watermark location are also categorized as being in the

space domain, though they share the survivability properties of transform domain techniques.

The transform domain class of watermarks includes those that manipulate image transforms.

Early work in this area considered the possibility that dithering process used for image quantization

might be used to hide information [TNM90]. Transforms such as the fast Fourier transform (FFT),

discrete cosine transform (DCT) [KRZ94, KZ95, ODB96], and wavelet transform [KH97, XBA97]

hide information in the transform coe�cients. Many variations on these approaches exist, rang-

ing from applying the transform to the entire image [CKLS95, HW96] to applying it to blocks of

the image [Dig, Sig, SZT96], or applying methods similar to those used in JPEG image compres-

sion [GW92, BS95]. These methods hide messages in relatively signi�cant areas of the cover and

may manipulate image properties such as luminance. Transform domain watermarking and mask-

ing techniques are more robust to attacks such as compression, cropping, and image processing

techniques in which signi�cant bits are changed.

Both space domain and transform domain methods may employ patchwork, pattern block en-

coding, or spread spectrum concepts which may add redundancy to the hidden information [BGML96,

CKLS95, SC96]. These approaches help protect against some types of image processing such as

cropping and rotating. The patchwork approach uses a pseudo-random technique to select multiple

areas (or patches) of an image for marking [Rho97]. Each patch may contain the watermark, so if

one is destroyed or cropped, the others may survive. The message data becomes an integral part

of the image by adjusting its luminance values, as in masking [JJ98].

Original Required?

The key to any watermarking method is the ability to read the embedded watermark. Bit-wise or

noise dependent methods read the watermark without needing an original for comparison. How-

ever, these methods are vulnerable to small changes in the images and they yield relatively weak
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watermarks. Transform domain watermarking techniques that do not require using the original

to extract the watermark are presented in [PBBC97, FH97, OP97]. Methods that do not require

the original permit faster recognition of the embedded data (since time is not needed to obtain

the original image); have larger information capacity (\payload"); do not require use of a third

party for media recognition or registration; and can be applied by search engines to locate images

over networks. However, such methods are typically more fragile and can be disabled with little

processing.

Space domain methods such as masking, and many transform-domain watermarking techniques,

depend on storing an original image for comparison to read the watermarks [CKLS95, KH97,

ODB96, XBA97]. Typically, these methods are made more robust to tampering by applying re-

dundancy and masking techniques. They use a registration service or some other method that

maintains a clean original. This may slow down the watermark reading process, but provides a

layer of authentication if a third-party registration service is used (such as the U.S. Library of

Congress for copyrighted material).

A tradeo� exists between a watermark's payload and its robustness to manipulation. Water-

marks typically hide very little information and rely in part on redundancy of the mark to survive

attacks such as cropping. This approach has a low bandwidth for passing hidden information.

Bit-wise methods typically have the capacity to hide larger amounts of information in a cover; but

these methods are vulnerable to attacks such as cropping. If the embedding method relies on the

noise level (LSB) of the cover, little processing is required to disable reading the embedded mes-

sage. This may be desirable if the purpose of the embedded information is to determine whether

the medium has been altered. If the watermark can be retrieved, then the medium has not been

altered. However, loss of the watermark results when even small changes occur in the medium.

2.2 Attacks on Watermarks

Attacks on watermarks may be accidental or intentional. Accidental attacks may be the result

of standard image processing or compression procedures. Illicit attacks may include cryptanaly-

sis, steganalysis, image processing techniques, or other attempts to overwrite or remove existing

watermarks or confuse the reader as to the authenticity of the watermark [JJ98b, PAK98].

Many owners of watermarked works do not want the watermark to interfere with the use of the

work by others; they therefore require that the watermark be imperceptible to the human visual

system. This requirement works against the robustness of a watermark. Nevertheless, watermark

users usually advertise the fact that a watermark exists.

Compression - Noise Reduction

Compressing the carrier of the watermark may inadvertently render the watermark useless. This

4



is especially likely for the bit-wise image domain methods used for watermarking. The original

message can be reconstructed exactly if a lossless compression method is used. Lossy compression

methods may yield better compression, but may not maintain the integrity of the original image.

Cryptanalysis

Some methods require a password to detect a watermark; these methods are therefore vulnera-

ble to cryptanalysis such as brute-force or dictionary attacks. Historically, the term dictionary

attack refers to �nding passwords by checking a list of terms. With improved processor speeds,

a brute-force approach can �nd passwords by exhaustive search instead of using a dictionary list.

Brute-force and dictionary attacks are general threats to passwords. Since the passwords used

in watermarking are typically small by cryptographic standards, guessing character combinations

until the correct guess is made can often identify them.

Image Processing and Transformations

Image processing and transformations are commonly employed to develop and apply digital water-

marks. These methods can also be used to attack and disable watermarks. Even with advances

in watermarking technology, watermarks may be forged or overwritten; for example, multiple wa-

termarks may be placed in an image and one cannot determine which of them is valid [CMYY98].

Current watermark registration services are \�rst come, �rst serve", and someone other than the

owner of a digital work may attempt to register a copyright �rst. Some watermarking tools are

distributed with over-the-shelf software.

Attacks on watermarks may not necessarily remove the watermark, but only disable its percep-

tibility. If watermarks are used to locate images, how can an image be located or the watermark

veri�ed after it is disabled? To begin to understand this issue, we can ask: what features of an

image are una�ected by (or invariant to) the processing that disables the watermark? Finding

such features is key to reliably locating an image when an embedded watermark has been disabled.

Once an image is found, then the amount of change that occurred in the process of disabling the

watermark can be determined. Applying an inverse transform based on these changes over the

image will recover aspects of the embedded watermark, as we will see later.

3 A�ne Transforms and Displacement Fields

In this section we provide mathematical preliminaries for our work. In Section 3.1 we formally

de�ne a�ne transforms and give an expression for displacement �elds under a�ne transforms.

In Section 3.2 we describe some image properties that remain invariant under a�ne transforms

and thus can be used for image recognition. In Section 3.3 we give the expression for normalized

cross-correlation and explain its geometric meaning; we use it later in this paper to establish point

correspondences in images. Finally, in Section 3.4 we introduce normal displacement �elds, which
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will be used in this paper for �ne tuning of image registration parameters.

3.1 A�ne Transforms

Let (x; y) be the image coordinates of a pixel in an image I(x; y) and let the image center be at

(0; 0). An a�ne transform of I(x; y) is given by
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0
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A (1)

where (x0; y0) are image coordinates in the transformed image I 0(x0; y0) and a� f are the transform

parameters.

If we subtract the vector (x y)T from both sides of equation (1) we obtain an expression for

the displacement (�x; �y) of the point (x; y) due to the transform:
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3.2 A�ne Invariants

Given two images I and I 0, such that I 0 can be obtained through an a�ne transform of I, we are

interested in features of I that remain unchanged in I 0; these features are usually called geometric

invariants [Wei93]. Let P1 = (x1; y1), P2 = (x2; y2), and P3 = (x3; y3) be three noncollinear image

points in the image I and let P 0

1 = (x1; y1), P
0

2 = (x2; y2), and P 0

3 = (x3; y3) be their corresponding

points in the image I 0. The mapping between the points of I and I 0 is given by (1). The area of

the triangle 4P1P2P3 is given by the determinant

S123 =
1

2

��������

x1 y1 1

x2 y2 1

x3 y3 1

��������
(3)

and the area of the corresponding triangle 4P 0

1P
0

2P
0

3 is given by

S
0

123 = (ad� bc)S123 (4)

where a, b, c, and d are given by (1). The area of the triangle formed by three noncollinear points

is a relative a�ne invariant of image I [Wei93]. Since (ad � bc) in (4) does not change for triples

of image points, the ratio of the areas of two triangles is an absolute a�ne invariant.
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3.3 Normalized Cross-correlation

Let w1 = I1(x1 + i; y1 + j) and w2 = I2(x2 + i; y2 + j), i = �W; : : : ;W; j = �W; : : : ;W be two

square image windows centered at locations (x1; y1) and (x2; y2) of images I1 and I2, respectively.

The normalized cross-correlation of w1 and w2 is given by

NCC(w1; w2) =
(w1 �w1) � (w2 �w2)

kw1 � w1k kw2 � w2k
(5)

where w1 and w2 are treated as vectors. (a � b stands for the inner product of vectors a and b, a

for the mean value of the vector elements and kak for the 2-norm of vector a.) For two windows

whose pixel values di�er by a scale factor only NCC will be equal to 1; if the windows are di�erent

NCC has value lower than 1. For two non-zero binary patterns which di�er in all pixels NCC is

�1. Normalized cross-correlation corresponds to the cosine of the angle between w1 and w2; as this

angle varies between 0� and 180�, the corresponding cosines vary between 1 and �1.

3.4 Normal Displacement Fields

Let~{ and ~| be the unit vectors in the x and y directions, respectively; �~r =~{�x+~|�y is the projected

displacement �eld at the point ~r = x~{ + y~|. If we choose a unit direction vector ~nr = nx~{ + ny~|

at the image point ~r and call it the normal direction, then the normal displacement �eld at ~r is

�~rn = (�~r � ~nr)~nr = (nx�x + ny�y)~nr. ~nr can be chosen in various ways; the usual choice (and the

one that we use) is the direction of the image intensity gradient ~nr = rI=krIk.

Note that the normal displacement �eld along an edge is orthogonal to the edge direction.

Thus, if at the time t we observe an edge element at position ~r, the apparent position of that edge

element at time t+�t will be ~r+�t�~rn. This is a consequence of the well known aperture problem.

We base our method of estimating normal displacement �eld on this observation.

For an image frame (say collected at time t) we �nd edges using an implementation of the

Canny edge detector. For each edge element, say at ~r, we resample the image locally to obtain a

small window with its rows parallel to the image gradient direction ~nr = rI=krIk. For the next

image frame (collected at time t0 +�t) we create a larger window, typically twice as large as the

maximum expected value of the magnitude of the normal displacement �eld. We then slide the

�rst (smaller) window along the second (larger) window and compute the di�erence between the

image intensities. The zero of the resulting function is at distance un from the origin of the second

window; note that the image gradient in the second window at the positions close to un must be

positive. Our estimate of the normal displacement �eld is then �un, and we call it the normal ow.
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4 Recognizing Distorted Images

The task of recognizing images can be de�ned as matching invariant features. These features may

be salient parts of images or they may be arti�cial additions to them. In digital watermarking the

information is typically embedded into images to facilitate identi�cation of images. The embedded

information is susceptible to attack through �ltering and transformations [JJ98b, PAK98]. To make

this information robust enough it is usually necessary to distort the images to the point of making

the embedded information visible.

Another approach is to use salient features of images as registration patterns or identi�cation

marks. In this way perceptually important image features are used for image identi�cation. Re-

moving these features is not possible without destroying the image. An alternative is to transform

the image so that it cannot be easily recognized. Such transforms include rotating, cropping, re-

sampling, etc. Most of these operations can be classi�ed as a�ne transforms (see Section 3). They

are included in widely available image processing software and are easy to perform.

In this section we describe our method of recognizing images that have been subjected to

unknown a�ne transforms, using salient image features. The image features that are typically

used for recognition include points and lines. Points are more general since lines can be de�ned

using collections of points. Typically isolated points are not su�cient for image recognition since

they are not necessarily invariant, as di�ering images may contain similar points. However, groups

of points tend to exibit uniqueness, For example, ratios of areas enclosed by triples of points are

invariant to a�ne transforms (see Section 3.2).

Our image recognition method consists of two parts. First, for each image we select a set of

representative feature points at multiple resolutions. Second, we use these points for recognizing

images. The method is described below.

4.1 Selecting Feature Points

Our approach is based on �nding unique points in each image at multiple resolutions. The points

are represented by small rectangular neighborhoods; we use neighborhood sizes from 5�5 to 11�11

pixels. For each resolution we identify the unique points separately. The selected points usually

di�er when resolution changes.

Our method of choosing unique feature points consists of several steps. First, we compute the

image gradient rI over the image. We identify the image points that have large values of the

gradient magnitude krIk. Note that these points typically correspond to edges (see Figure 1). We

consider all the points that have gradient magnitude larger than one third of the highest gradient
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(a) (b)

Figure 1: Identifying likely feature points: (a) an original image and (b) the image points with

large values of gradient magnitude.

magnitude in the entire image. In doing so we insure that the second selection step operates on a

smaller number of image points.

Second, for each of the selected points (xi; yi) we compute the similarity of its neighborhood
1,

centered at (p; q), to the neighborhoods of other points in the image. In the remainder of this

paper we will use the term image point to represent the point and its neighborhood. We use the

normalized cross-correlation (see Section 3.3) as the similarity measure. For an image point (p; q) we

obtain the similarity function sp;q(x�p; y�q). This function has a local maximum at sp;q(0; 0) = 1

since the value at (0; 0) corresponds to the similarity of the point with itself. If the point is unique,

i.e. there are no other points in the image that are similar to it, sp;q(0; 0) is the global maximum

of sp;q as well. If the point is unique we consider the sharpness of the peak at (0; 0) and the next

highest value of sp;q to decide if the point is a feature point.

Figure 2 shows three examples of feature point selection. The points on the left and right are

good feature points; their similarity functions computed over a 60 � 60 pixel window (lower row)

have sharp peaks at the center (cross-correlation with itself), while all other similarity values are

below 0:5. The center point is not a good feature point; it can be seen that its similarity function

(the middle of the lower row of Figure 2) does not have a sharp peak at the center, and there are

multiple other points with similarity values around 0:8 in the 60 � 60 pixels window centered at

the point.

The process described above is applied at multiple resolutions. Typically, as resolution changes

selected feature points also change. Figure 3 shows selected feature points at three di�erent res-

1As stated earlier we use neighborhood sizes from 5� 5 to 11� 11.

9



0 50 1000 10 20 30 40 50 60

−0.5

0

0.5

1

0 50 1000 10 20 30 40 50 60

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

0 50 1000 10 20 30 40 50 60

−0.5

0

0.5

1

Figure 2: Selecting feature points. Upper row: 9� 9 neighborhoods of three image points. Lower

row: corresponding similarity functions shown from an 80� viewing angle. The two outside points

are good feature point candidates, while the center point is not.

Figure 3: Selected feature points for 1=2, 1=4, and 1=8 resolutions; each point is shown with its

9� 9 neighborhood.
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olutions. It can be seen that the number of feature points goes down rapidly as the resolution

decreases. Also, image points that are not unique at higher resolutions may become prominent at

lower resolutions.

4.2 Recognizing Images

In this section we assume that we are given a collection of unknown images SI0 and a known image

I. We seek an image I 0 2 SI0 such that I 0 and I are similar up to some a�ne transform. We assume

that for image I we have selected sets of feature points at multiple resolutions. In this section we

describe a recognition procedure that is used to match a single unknown image I 0 with I. Note

that the procedure can be repeated for all images in SI0 .

Our recognition method proceeds as follows.

� Create a multiple resolution pyramid representation of image I 0 reducing the image scale of I 0

by c to obtain images PI0 = fI 0 � I 01; I
0

c; I
0

c2
; : : : ; I 0

ck
g, where the subscripts correspond to the

scale reduction. In our experiments we use c = 2. Other values of c can also be used. [Note

that our representation of image I using feature points at multiple resolutions can be viewed

as a pyramid PI in which we consider only the feature points of I obtained at the appropriate

resolution (see Figure 3). The factor used for scale reduction is 2. Also, it is possible to create

additional image pyramids for various rotations and reections.]

� Starting with feature points of I obtained at the lowest resolution, try to �nd matches with

images in PI0 . We use the normalized cross-correlation described in Section 3.3 for point

matching. There are three possible cases:

1. No matches are found: we reject image I 0 due to lack of similarity with image I.

2. Matches are found with multiple images in PI0 . In this case we use feature points obtained

at higher resolution(s) for veri�cation and re�nement.

3. A signi�cant number of point matches with some image I 0r 2 PI0 is found: we accept

image I 0 as a match for I and proceed to recover the transform parameters between I 0

and I (see Section 5). Note that we can obtain the approximate scale of I 0 from the image

scales of the matching resolutions of I and I 0r.

Figure 4 shows two images derived from the image in Figure 1a. Figure 4a was created by

applying an a�ne transform (cropping, scaling, and rotating) to the original. Figure 4b was

created by cropping the image in Figure 4a. Following the steps described in this section we

created image pyramids for both of these images with the lowest resolution being 1=8 of the size

of the images. When compared to our collection of images at the lowest resolution (1=8 of the

original images), a signi�cant number of point matches were found for the image from Figure 1a.

11



(a) (b)

Figure 4: Recognizing images: (a) A distorted version of the image from Figure 1a. (b) A cropped

version of image (a).

Additional con�rmation was obtained by �nding point matches at higher resolutions.

5 Recovering Watermarks

In this section we describe our method of recovering the original size and aspect of a distorted

image. Following the recovery process watermarks that may have been embedded in the image can

be retrieved.

5.1 Estimating Transform Parameters

In this section we describe how the image size and aspect can be recovered by using the correspon-

dences between image points in the original (I) and transformed (I 0) images.

Let (xi; yi); i = 1; : : : ; N be image points in the image I and let (x0i; y
0

i); i = 1; :::; N be the

corresponding points in the image I 0, respectively. From (1) we have

0
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A ; i = 1; : : : ; N: (6)
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We can rewrite equations (6) as
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Equation (7) can be written as

Au = b (8)

where A, u, and b are de�ned by comparing equations (7) and (8).

We seek u that minimizes kEk = kb�Auk; the solution satis�es the system [Ste73]

ATAu = ATb = d: (9)

We observe that the problem can be further simpli�ed if we rewrite (8) as

0
@ A1 0

0 A1

1
A
0
@ u1

u2

1
A =

0
@ b1

b2

1
A (10)

where A1, u1, u2, b1, and b2 are de�ned by comparing equations (7) and (10). Equation (9) thus

separates into two equations:

AT
1A1u1 = AT

1 b1; AT
1A1u2 = AT

1 b2 (11)

We solve these systems using the Cholesky decomposition [Ste73]. Since the matrix AT
1A1 is a

positive de�nite 3� 3 matrix there exists a lower triangular matrix L such that LLT = AT
1A1. We

solve two triangular systems Le1 = d1 = AT
1 b1 and L

Tu1 = e1 for u1 and similarly for u2. Note

that we need only one decomposition for both systems.

The computed u may be inaccurate due to various geometrical and numerical factors, to be

discussed below. Given the estimate u, based on point correspondences between images I and I 0,

we use equation (6) to obtain the inverse a�ne transform of I 0; we call this corrected frame I(1).

[The inversion of (6) is obtained implicitly. For each pixel position (x; y) of I(1) we compute the

pixel position (x0; y0) in I 0 (note that x0 and y0 may be non-integers). We obtain the gray level for

(x; y) by interpolating the gray levels of transformed image I 0.]
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(a) (b)

Figure 5: Recovering image size and aspect: (a) The recovered image from Figure 4a. (b) The

recovered image from Figure 4b.

With regard to the reliability of the method two questions must be answered. The �rst question

is geometrical and can be formulated as follows: Given the spatial distribution of the feature

points in the image, which components of u can be computed? Note that if the feature points are

distributed near a vertical line, xis will be approximately constant and the �rst and third (as well

as the fourth and sixth) columns of A will be linearly dependent. In such a case we would not be

able to estimate all the components of u. More generally, if the feature points are distributed along

any line we would not be able to estimate u using the method described here. Fortunately, if such

a situation occurs, the positive de�nite matrix ATA must have a large condition number (the ratio

of its largest to its smallest eigenvalue); thus the existence of such situations is easy to detect by

examining the eigenvalues of ATA. Moreover, this observation can be used when deciding what

feature points should be used for estimating the a�ne transform parameters between images I and

I 0.

The second question is numerical and can be formulated as follows: Given the spatial distri-

bution and the orientations of the feature points in the image, and the accuracy with which the

feature point correspondences can be computed (including rounding errors), how accurately can

u be computed and what can be done to increase the numerical accuracy of the method? This

question is also related to the condition number of ATA since the errors in the computed u are

proportional to the errors in the feature point correspondences, where the condition number of

ATA is the approximate proportionality coe�cient. If the condition number is small we expect

that the solution of (11) is reliable and that a few iterations of our algorithm will be enough to

obtain a reliable estimate of u.

Figure 5 shows results of recovering the size and aspect of a distorted image using our method for

the images in Figure 4. The estimated a�ne transform parameters a�f for the image in Figure 4a
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were (1:082 0:004 � 0:015 1:015 � 8:51 2:32)T ; the corresponding inverse transform applied

to the image resulted in the image shown in Figure 5a. Similarly, the estimated a�ne transform

parameters for the image in Figure 4b were (1:084 0:004 � 0:014 1:015 � 20:85 � 34:81)T ; the

corresponding inverse transform applied to the image resulted in the image shown in Figure 5b.

Note that the recovered parameters are very similar for both the uncropped and cropped images.

Note also that the embedded watermark [Dig] has been successfully detected in the recovered

images.

5.2 Re�nement Using Normal Displacement Fields

In the previous section we discussed various factors that may contribute to inaccuracies in estimating

u = (a b e c d f)T . However, it is possible to iteratively improve on the computed solution of

the system (11) using the normal ow. Given the estimate u, based on point correspondences

between images I and I 0, we use equation (6) to obtain the inverse a�ne transform of I 0; we call

this corrected frame I(1). At this point we use normal ow to re�ne our estimate of the a�ne

transform parameters u.

The original image is used to estimate the normal displacement �eld (the normal ow) between

I and I(1). The computed normal ow is then used to estimate the a�ne transform parameters

u0 between I and I(1). The estimated parameters are then used to correct I(1) and obtain the

corrected frame I(2). If necessary, we then compute the normal ow between I and I(2) to make

further re�nements; however, typically we can stop after the �rst re�nement step and use I(2) as

our estimate of the watermarked image (before distortion). For a given estimate of u the stopping

criterion is given by

max
(x;y)2I

fj�xj; j�yjg < " (12)

where the maximum is computed using equation (2) over image I; typically we use " � 0:5.

Typically, our estimates of u obtained using the method described in Section 4 are approxi-

mately correct. In most cases errors (see Equation (12)) are on the order of 1-2 pixels. To further

re�ne our estimate of the original appearance of the distorted image I 0 we compute the normal ow

between images I and I(1). Using Equation (2) we obtain the normal displacement �eld at (x; y)

as

�~rn � ~nr = nx�x+ ny�y = a1nxx+ bnxy + enx + cnyx+ d1nxy + fny � a � u (13)

where ~nr = nx~{ + ny~| is the gradient direction at (x; y), a = (nxx nxy nx nyx nyy ny)
T , and

u is the vector of a�ne parameters de�ned earlier. We use the method described in Section 3.4

to compute normal ow. For each edge point ~ri we have one normal ow value un;i which we use

as the estimate of the normal displacement at the point. This gives us one approximate equation
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(a) (b)

(c) (d)

Figure 6: Re�ning image size and aspect: (a) The original image. (c) The normal displacement

between the original and the distorted image (not shown). (c) The recovered image. (d) The

normal displacement �eld between images (a) and (c).

ai � u � un;i. Let the number of edge points be N � 6. We then have a system

Au� b = E

where u is an N -element array with elements un;i, A is an N�6 matrix with rows ai, and E is an N -

element error vector. We seek u that minimizes kEk = kb�Auk; the solution satis�es the system

ATAu = ATb and corresponds to the linear least squares solution. As regards the reliability of

the method we can make a similar argument as in our discussion of the reliability of the method

described in Section 4. The positive de�nite matrix ATA must have a small condition number (the

ratio of its largest to its smallest eigenvalue) for our method to work properly. Fortunately, this is

easy to check and can be easily assured.

Figure 6 shows the results of re�ning the size and aspect of a distorted image using our method.

[This method is applied when the distortion of an image is small; this typically happens after
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Figure 7: Additional images used in our experiments.

applying the recovery method described in the previous section.] Figure 6a shows the original

image. Figure 6b shows the normal displacement �eld between the original image and the distorted

image (not shown). The a�ne transform parameters estimated from the normal displacement �eld

using the method described in this section are (0:9993 �0:0002 �0:0029 1:0002 �0:7565 �0:842)T .

Figure 6c shows the recovered image that was obtained by applying the inverse a�ne transform to

the distorted image. Finally, Figure 6d shows the normal displacement �eld between the images in

Figure 6a and Figure 6c. The a�ne transform parameters estimated from this normal displacement

�eld are (1 � 0:0002 0:0001 1:0001 0:0356 � 0:0206)T . Since the transform is small (the induced

normal displacement �eld is < 0:5 everywhere) no further re�nement is needed.

5.3 Additional Experiments

We have experimented with the images shown in previous sections and with the images shown

in Figure 7 using both a commercially available watermarking tool [Dig] and the watermarking

technique described in [JDJ99]. A demo of the commercial watermark is available with Adobe

Photoshop. The technique described in [JDJ99] embeds a watermark that corresponds to a logo

or a text image into the original/cover image. We have successfully recovered the watermark in all

cases. In some instances we had to go through the re�nement phase to recover the watermark. An

example of watermark recovery is shown in Figure 8.

Figure 8 shows an example of a mask-based watermark and recovery after attack. The image

is watermarked using a mask to produce the watermarked image (see Figure 8a). The watermark

is not visible, but the enhanced image di�erence reveals it (see Figure 8b). An attack on the

watermark is conducted by applying Stirmark against the watermarked image (see Figure 8c).

Figure 8d shows the enhanced di�erence between the original image and the distorted image; the

watermark is not visible. The a�ne transformation parameters were estimated as (1:0255 0:0012
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(a) (b)

(c) (d)

(e) (f)

Figure 8: Watermark recovery for the �rst image in Figure 7. (a) The watermarked image. (b) The

enhanced di�erence between the original and the watermarked images. (c) The distorted image. (d)

The enhanced di�erence between the original and the distorted images (no watermark is visible).

(e) The recovered image. (f) The enhanced di�erence between the original and recovered images,

revealing the watermark.
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�0:0049 1:0045 0:9685 1:0939)T . The recovered image is shown in Figure 8e. Finally, Figure 8f

shows the enhanced di�erence between the recovered image and the original image, revealing the

watermark.

6 Conclusion and Future Directions

Digital works are subject to illicit copying and distribution. The owners of such works are cautious

in making them available without some means of identifying ownership and copyright. Digital

watermarks provide mechanisms to embed and track the copyright and ownership of electronic

works. Many techniques for watermarking of digital images have appeared in the recent literature;

however, such embedded watermarks may fail due to accidental corruption or attack by cropping

and/or a�ne distortions (e.g., rotation and scaling) [JJ98b, PAK98]. This hampers the ability to

locate and identify watermarked images over distributed networks such as the Internet.

Understanding and investigating the limitations of watermarking applications can help direct

researchers to better, more robust solutions to ensure the survivability of embedded information

as well as to develop counter-measures such as alternatives to image recognition, recovery, and

re�nement. Methods that test the survivability of watermarks are essential for the development of

stronger watermarking techniques [JJ98b, PAK98].

In this paper we provided a method for recognizing images, based on inherent features within

images that can be used as identi�cation marks. These identi�cation marks can be applied to locate

images and recover image size and aspect from distorted images. We provided examples showing

that it is possible to recognize distorted images and recover their original appearances. In many

cases doing so results in the recovery of embedded watermarks. The next phase of our research

is to consider alternatives and improve the e�ciency of our recognition and recovery techniques.

Further work is required to enhance these proposed solutions and further investigate the modes

and requirements for digital watermarking.
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